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1 Introduction

Precise modeling of particle interactions with matter in systems with complex geometries is
essential in experimental high-energy physics (HEP) and certain accelerator and astrophysics
applications. Because of the impact of this type of simulation, it is imperative that the HEP com-
munity has access to computational tools that provide state-of-the art physical and numerical
algorithms and run efficiently on modern computing hardware. Geant4 [1] is a toolkit for the
simulation of particle-matter interactions that has been developed for almost twenty years by
an international collaboration of physicists and computer scientists. The most commonly used
simulation tool in experimental HEP, Geant4 incorporates physics knowledge from modern HEP
and nuclear physics experiments and theory.

The US involvement in Geant4 started with its adoption by the BaBar experiment at SLAC
in 1997 and the subsequent creation of a group at SLAC supporting Babar and contributing to
Geant4 development. In 2012, the Fermilab group took interest in the opportunities offered by
new computing technology and started to explore the possibility to parallelize Geant4 at the level
of tracks and run many-threads in multi-core CPU and GPU systems. SLAC has provided the
leadership of the international Geant4 Collaboration since 2010 and marries major responsibil-
ities for evolutionary development of the existing code with work to implement multithreading
and explore new technologies. Towards the end of 2012, FNAL, SLAC, UNC, USC, ANL joined
forces and made a proposal to build on the powerful physics capabilities of Geant4 by evolving
the software infrastructure and numerical algorithms of the toolkit to utilize on these emerging
new technologies. The two years plan that resulted from the proposal utilizes the combined
strengths of the ASCR and HEP investigators to:

• Pursue the low hanging fruit, gathering performance gains based on knowledge and tools
that already exist and just need to be appropriately applied.

ultimate performance gain could possibly be in a CPU/GPU hybrid and highly parallelized
environment.
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Goals (of the 2-year Project) 

§  A plan that serves as the foundation of a larger, multi-
year effort to restructure Geant4, in coordination with 
the broader Geant4 collaboration and the users 
community. 
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Project Activities (1) 

§   Performance evaluation based on realistic Geant4 
applications 
»  Fermilab + ASCR team are examining CMSexp (CMS 

simulation extracted from CMS software framework) 
»  Main tool is HPCtoolkit 

§  Alternative track stacker 
»  Fermi, ASCR, CERN 
»  Investigate why reorganizing the stack doesn’t seem to help 

very much 
»  Just starting 

§  Review of G4 Electromagnetics 
»  Electromagnetics is where the CPU time goes 
»  Focus on CMSexp 
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Project Activities (2) 

§   GPU  
»  Assemble and develop tools for evaluating performance 
»  Develop tool to migrate geometry classes to GPUs 
»  Particle transportation.  Numerical integration algorithms 

alternative to Runge-Kutta for the transportation of charged 
particles in a magnetic field. 

»  Electromagnetic physics.  Standard EM physics processes for 
both electrons and photons. 

»  Random number generators.  Efficient pseudo-random number 
generators (pRNG). 

»  Geometry navigator on GPU. 
»  Concurrent streams and multiple kernels. 
»  Validation framework  to verify GPU prototype output. 
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Project Activities (3) 

§  Implementation of Multithreading in Geant4 Production 
Releases 
»  Contributes to funding the SLAC work on multithreading 
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